Dynamic Modeling of the Pinna for Audio Spatialization
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Abstract: - This paper proposes a dynamic model for the human pinna, or outer ear. This dynamic model is needed to complete the implementation of structural models used for digital audio spatialization. The paper describes the rationale followed to derive this model and the process by which the parameters of the model can be instantiated for any given prospective user of the audio spatialization system. The results obtained with the model demonstrate that this is a plausible modeling solution for the acoustic performance of the pinna, when the sound sources are in the frontal plane.
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1 Introduction

Due to the proliferation of Personal Computers (PCs), video games and virtual reality systems, there is an increasing interest in perfecting the process of sound spatialization, i.e., the process by which a digital sound (such as a “wave” file), originally lacking any directionality, is made to appear for a listener as if originating from a source at a definite virtual location [4].

Currently, many sound spatialization systems use the concept of Head-Related Transfer Functions (HRTFs), as their basis. HRTFs represent the transformation undergone by the sound signals, as they travel from their source to both of the listener’s eardrums. This transformation is due to the interaction of sound waves with the torso, shoulder, head and outer ear of a listener [12]. Therefore, the two components of these HRTF pairs (left and right) are typically different from each other, and pairs corresponding to sound sources at different locations around the listener are different. Furthermore, since the physical elements that determine the transformations of the sounds reaching the listener’s eardrums (i.e., the listener’s head, torso and pinnae), are somewhat different for different listeners, so should be their HRTF sets [5].

Current sound spatialization systems use HRTFs, represented by their corresponding impulse response sequences, the Head-Related Impulse Responses, (HRIRs) to process, by convolution, a single-channel digital audio signal, resulting in the two components (left and right) of a binaural spatialized sound. When these two channels are delivered to the listener through headphones, the sound will seem to emanate from the source location corresponding to the HRIR pair used for the spatialization process. To have the ability to “virtually place” a sound in many locations around a listener, sound spatialization systems must have access to a library of HRIR pairs. These HRIR pairs are commonly obtained by empirical measurement in an anechoic chamber. A miniature microphone is placed at the entrance of the ear canal of the experimental subject and broadband audio signals (Golay or MLS Codes) are played from a small speaker, meant to emulate a point source. The discrete-time sequences obtained by digitizing the sounds collected by the ear microphones are used as the HRIRs associated with the speaker location used, for the subject participating in the measurement. Typically, this experiment is repeated at the combinations of many (e.g., 12) azimuth angles, $\theta$, (angle between the direction in front of the subject and the line that connects the subject location with the source location), and many (e.g., 6) elevation angles, $\phi$, (angle between the line between subject and source, and the horizontal plane, at ear-level).

Unfortunately, the facilities, equipment and expertise required to measure the HRIRs of a subject, in the fashion described above, make the determination of HRIRs for each potential user of the sound spatialization system impractical for all but the high-end, purpose-specific systems [3]. For most consumer-grade applications, sound spatialization systems resort to the use of “generic” transfer functions, measured from a manikin with “average” physical characteristics [8], which, evidently is a fundamentally imperfect approach. Furthermore, the recording of empirical HRIR sequences from a given subject, or a manikin, lacks...
any flexibility, since it is impossible to adjust the 128-point or 256-point HRIR sequences recorded experimentally to make them more adequate to a specific intended user of the spatialization system.

Recently, an alternative approach to digital sound spatialization has emerged, in which the audio signal being spatialized is not just directly convolved with pre-recorded left and right HRIRs to emulate a certain azimuth and elevation. Instead, the digital audio sequence is processed by a pair of dynamic systems, which model the physical effects of the head, the torso and the outer ear on the sound, as it travels from a source location to the listener’s eardrums. These “structural” spatialization models [6][7], typically omit the involvement of the shoulders in the spatialization process, as it has been recognized to be comparatively minor [10]. The impact of the head is modeled through two independent model blocks. The first is a “Head-Shadow” module, which basically re-sizes the sound depending on how indirectly it reaches the eardrum represented by the model. This establishes the amplitude unbalance between eardrums, or Interaural Intensity Difference (IID), which is an important cue for localization in the horizontal plane. Each of the two branches (left and right) of structural models also includes a variable delay which models the Interaural Time Difference (ITD), i.e., the difference in the arrival time of a sound wavefront to the left and right eardrums. This is the second important cue for sound source localization in the horizontal plane.

Both IID and ITD depend mostly on the distances between the source location and both eardrums. Therefore, these quantities are shared by many points in the space around the listener. The geometric locus of all these points is a cone that has its axis aligned with the inter-aural axis and its apex in the listener’s ear. Because sources located in this cone cannot be distinguished by IID and ITD emulation alone, this cone has been called “Cone of Confusion” [Mills, 1972]. In particular, in the frontal plane (i.e., the vertical plane that contains the inter-aural axis), the cone of confusion causes the miss-localization of virtual sounds emulated as originating above ear level, which are mistakenly perceived as originating in a symmetrical location below ear level, incurring in a “reversal” of the perceived elevation.

However, it is well established that humans can discern the elevation of sound sources, particularly in the frontal plane. In fact, it is known that such elevation determination can be made on a monaural basis, i.e., listening with just one ear [17]. Therefore, a successful structural model for digital audio spatialization must incorporate in each one of its branches a pinna sub-model, capable of establishing monaural cues for the discernment of localization, particularly elevation.

2 Problem Formulation

According to the previous observations, this paper reports our work in defining a plausible pinna dynamic model, to complete a structural model for audio spatialization. More importantly, this paper outlines the mechanism used to instantiate the parameters of the pinna model from measured HRIRs. This systematic approach to the instantiation of the model proposed ensures the availability of a model instance for each azimuth and elevation, and for each subject. Moreover, this duality also enables the assessment of the effectiveness of the model, as compared to the measured HRIRs.

2.1 Previous Pinna Models

In his study of the auditory localization properties of the outer ear, or pinna, Mills distinguishes two types of effects [13]:

- **Pinna Shadows**, representing the higher level of attenuation imposed on sounds originating behind the listener [9].
- **Pinna Reflections**, representing the indirect paths followed by sound, towards the entrance of the ear canal.

Mills refers to the initial model proposed by Batteau [2], including a direct path (unity gain) in parallel with two delayed paths. In each of these delayed paths sound is affected by a reflection coefficient, \( \rho \) and lags by a delay \( \tau \). Batteau’s model is illustrated in Figure 1.

![Figure 1: Batteau's Reflective Pinna Model](image)

Using a 5x model of a human pinna, Batteau recorded the responses measured in the ear canal for impulses at various azimuths (\( \theta \)) and elevations (\( \phi \)), and “identified a waveform peak that was delayed by amounts that varied systematically with azimuth; another feature varied, although less distinctly, with elevation” [13]. Scaled back to the normal size ear, “the delay of the first reflection dropped from 80 to 10 \( \mu \)s as the azimuth angle of the source increased from 10° to 100°. The delay of the second reflection...
increased from 100 to over 300 μs when the source moved from above via the side to below.” [10]. Batteau developed a three-path acoustic coupler to simulate his proposed pinna model, in which the delays were such that the shorter delay $\tau_1$, encoded azimuth ($\theta$) as:

$$\tau_1 = \left( \frac{s_1}{c} \right) \left( 1 + \cos \theta \right) \quad (1)$$

and the longer delay, $\tau_2$, encoded elevation ($\phi$) as:

$$\tau_2 = \left( \frac{2s_1}{c} \right) + \left( \frac{s_2}{c} \right) \left( 1 + \sin \phi \right) \quad (2)$$

In these equations $s_1$ and $s_2$ are the separations between two holes in the coupler and a third, reference hole.

Watkins [17], was able to verify the perception of vertical displacement of a sound source when he implemented Batteau’s model, assigning unity value to all the gains in the system ($\rho_1 = \rho_2 = 1$), and keeping the shorter delay, supposed to encode azimuth, constant, ($\tau_1 = 15 \mu s$), while varying the second delay, $\tau_2$, between, 100 and 300 μs. Most importantly, he performed experiments confirming the existence of a relationship between delay and perceived elevation in both cases.

Recently, Brown and Duda [6][7] used a model inspired in Batteau's, augmented to comprise not two but five delay-and-add branches, for which the delays where determined according to an equation that mixes both of Batteau’s equations:

$$\tau_k (\theta, \phi) = A_k \cos(\theta/2) \sin(D_k (90^\circ - \phi)) + B_k , \quad \text{for} \quad k = 1, \ldots, 5 \quad (3)$$

In these expressions $A_k$, $B_k$ and $D_k$ are constants, which, along with the five values of the reflective coefficients, $\rho_k$, were set in the model in an ad hoc fashion. In fact, all the constants in this model were kept the same when performing localization tests with two subjects, but the five $D_k$ parameters had to undergo ad hoc adjustment for a third subject. It is also noteworthy that they used 3 reflective coefficients with positive values and assigned negative values to the other 2. This ad hoc procedure to instantiate the pinna model highlights the need to establish a systemic method to obtain an appropriate pinna model.

2.2 Resonant Component in the Pinna

In addition to the physically-plausible sound reflections that must be present in a pinna model, observation of numerous measured HRIRs indicated the likely presence of a resonant component that must also be included in a dynamic model for the pinna. For example, Figure 2 shows an HRIR sequence obtained from the MIT database collected by Gardner and Martin [8]. A dashed line has been drawn in this figure to outline the seemingly exponential decay in this HRIR. Additionally, there is evidence in the literature that several cavities of the outer ear (e.g., Concha Cavum, Fossa) act as resonators [10][16].

![Figure 2: HRIR illustrating resonant components](image)

2.3 Proposed Pinna Model

According to the discussion above, we propose a model that is both resonant and reflective, allowing for a resonant effect in a “direct path” component of the HRIR, but also in up to three indirect-path components or “echoes”. This model is diagrammed in Figure 3.

![Figure 3: Proposed Pinna Model](image)
It should be noted that this pinna model allows for the “direct-path”, \( F_0 \), and each one of the “echoes”, \( F_1, F_2, \) and \( F_3 \), to be affected by a different equivalent resonance. Accordingly, HRIRs are envisioned as the impulse response of this model, which will be the superposition of four damped sinusoidals (the impulse responses of each of the 2\(^{nd} \) order resonators), characterized by their frequency, \( f \), and damping factor, \( \sigma \). These damped sinusoidals are altered in their amplitude according to the \( \rho_k \) parameters, and delayed according to the \( \tau_k \) parameters.

Thus, the instantiation of this proposed model will require the identification of the \( f_k, \sigma_k, \rho_k \) and \( \tau_k \) values, to characterize the parameters of the model that successfully approximates an HRIR collected for a given azimuth and elevation, through the output provided by the pinna model.

### 3 Problem Solution

The deconstruction of the HRIR sequence into the four proposed components \( F_0, F_1, F_2, \) and \( F_3 \), affected by the appropriate values of their \( \tau \) parameters (see Figure 3), is a challenging deconvolution process. The main difficulty in this operation is the fact that the several damped oscillations are mixed together, partially overlapping in time, in the measured HRIR.

#### 3.1 Sequential Prony Modeling

This problem was addressed by the sequential application of Prony’s modeling algorithm [11][14][15], to partial segments of the response. Prony’s method approximates a given signal \( \mu(t) \) as the superposition of \( p \) damped sinusoidals:

\[
\mu(t) = \sum_{j=1}^{p} \rho_j e^{(\sigma_j t)} \sin(2\pi f_j t + \xi_j) \]  

(4)

However, Prony’s method assumes that all \( p \) components start at the same instant (the beginning of the segment under modeling). So, the overall model had to be obtained in an iterative process that involved (starting with \( t_0 = 0 \)):

[a] Apply Prony’s method for the fitting of a single damped sinusoidal to progressively larger windows of observation, which extend from the beginning of the current modeling segment (\( t_m \)). Monitor the average residual error as the window is increased in size.

[b] When a sudden increase in modeling error becomes apparent, reduce the window size to the value that yielded the minimum in the modeling error prior to its sudden increase. Label that latency as \( t_{m+1} \).

[c] Extrapolate the single damped sinusoidal modeled by Prony’s method between \( t_m \) and \( t_{m+1} \), to extend for 256 points. This sequence will model the \( m \)-th replica of the resonant response, \( \mu_m(n) \). Assign \( \rho_m = \) as the peak amplitude of \( \mu_m(n) \).

[d] Subtract \( \mu_m(n) \) from the current modeling segment. Shift the resulting difference sequence \( t_{m+1} \) samples to the left (discarding samples that are reassigned to negative time indices, and filling with zeros on the right of the sequence), so that the sample labeled \( t_{m+1} \) will now be at the beginning of the 256-sample shifted difference. This sequence will be the new modeling segment that will be used in the next iteration.

[e] Repeat from step [a].

Each completion of the iteration indicated above yields:

- A damped sinusoidal sequence, which is the \( m \)-th replica of the resonant response, \( \mu_m(n) \)
- The intensity of one of the echoes in the pinna model, \( \rho_m \)
- The overall latency of that same echo, as \( \tau_m = t_0 + t_1 \ldots + t_m \)

Corresponding to the physical situation being modeled, it is observed the every new echo found is less and less significant to the overall composition of the HRIR under modeling. In order to keep the number the parameters in the model low, it was decided to include only the first four components (\( m = 0, 1, 2, 3 \)) in the modeling process, as indicated in Figure 3. This decision was based on the average value of the \( \tau_3 \) latencies found, which was approximately 300 µs, coincident with the upper bound of elevation-related delays observed by Mills [13] and Han [10]. To verify the adequacy of the sequential decomposition described above, a reconstructed waveform, \( R(n) \), can be synthesized by the superposition of the shifted sinusoidals obtained from each Prony stage:

\[
R(n) = F_0(n) + F_1(n) + F_2(n) + F_3(n) \]  

(5)

\[
R(n)=\mu_0(n)+\mu_1(n-\tau_1)+\mu_2(n-\tau_2)+\mu_3(n-\tau_3) \]  

(6)

Figure 4 shows the four \( F \) components, obtained using this method, from the measured HRIR displayed in Figure 5. Figure 5 also shows (dashed...
line) the reconstructed R(n), superimposed to the original HRIR.

\[ \text{Match} = \left[ 1 - \frac{\text{SS} \{ \text{HRIR}(n) - R(n) \}}{\text{SS} \{ \text{HRIR}(n) \}} \right] \]  \hspace{1cm} (7)

This “match” figure was expressed as a percentage. For example, the close approximation shown in Figure 5, along with the original HRIR, achieves a match figure of 97.8%.

In order to evaluate the viability of the model, HRIRs for the right and left ears of 15 volunteers, for sources in the frontal plane (ipsilateral to the ear considered), and at elevations of \( \phi = -36^\circ, -18^\circ, 0^\circ, 18^\circ, 36^\circ, \) and \( 54^\circ \), were modeled with the sequential Prony procedure outlined above. The original HRIRs from the process were obtained as minimum-phase, 256-point impulse response sequences, using the HeadZap HRTF system, by AuSIM 3D [1], at a sampling rate of 96 KHz. A reconstructed HRIR, R(n), sequence was created from each of the models formed, and the level of match of this R(n) to the original, measured HRIR was determined.

Overall, for the 180 HRIRs reconstructed in this study, the average percentage of match obtained was 93%. Table I shows the percentage of match obtained for HRIRs, grouped by elevation angle.

<table>
<thead>
<tr>
<th>Elevation</th>
<th>54°</th>
<th>36°</th>
<th>18°</th>
<th>0°</th>
<th>-18°</th>
<th>-36°</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Match</td>
<td>95%</td>
<td>95%</td>
<td>92%</td>
<td>93%</td>
<td>93%</td>
<td>91%</td>
</tr>
</tbody>
</table>

The percentages of match in this table range between 91% and 95%. This indicates that the proposed model is, in fact, capable of creating modeled HRIR sequences that closely resemble the ones that would be obtained by empirical measurement, provided it is instantiated with the proper model parameters. It should also be recalled that the model reconstruction process is being limited to involve only the first four components, which may leave some later features of the HRIR unrepresented. Overall, this suggests that the model proposed is, in fact, a viable one.
4 Conclusion

This paper has presented a proposed functional model of the pinna, to be used as the output block in a structural sound spatialization model. The definition of the model, containing second order resonances and “echoes” at varied latencies, was introduced and justified in terms of the sequential Prony deconstruction from the measured HRIRs of 15 subjects, at 6 different elevations. The values of the model parameters that emerge from this process were used to confirm that HRIRs reconstructed by instantiating the model with those recovered parameter values yielded high (Match > 90%) levels of agreement with the corresponding measured HRIRs.

The dynamic model of the pinna presented in this paper may serve as the basis for a customizable spatialization system, as the model parameters for each azimuth and elevation must be related to anthropometric features of the intended listener’s outer ears. Work is underway to establish predictive equations that will allow the instantiation of the model parameters, given a small set of anthropometric measurements of a prospective user of the sound spatialization system.
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